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Abstract

We apply finite element methods to determine values of options in
HESTON’s stochastic volatility model

1This article first appeared in Foreign Ezchange Risk, Risk Publications, London 2001
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1 Introduction

Due to the smile observed in options markets numerous authors have suggested
different models such as generalized Levy processes, fractional Brownian motion,
entropy based models [4], jump diffusions and stochastic volatility models. For
vanilla options (put and call options) the dependence of the price on the volatil-
ity is monotone, whence using the Black-Scholes formula along with a volatility
smile matrix is sufficient. Values of exotic options, however, do not always de-
pend on the volatility in a monotone fashion, whence pricing consistently with
the smile requires a more sophisticated model. Therefore, it is important to find
efficient ways to calculate exotic option values in exotic models.

MELINO and TURNBULL showed in [11] that the assumption of stochastic volatil-
ity leads to a distribution of the underlying which is closer to empirical observa-
tions than the log-normal distribution. HESTON’s stochastic volatility model [5]
can explain the smile observed in foreign exchange vanilla options markets to
some extend, particularly well for maturities between one month and one year
for liquidly traded currency pairs, and one would hence like to use it to deter-
mine values of more exotic options. A closed-form solution, which is available
for put and call options, has not been found for more exotic options, not even
for the first generation exotics such as barrier- and one-touch options.

In stochastic volatility models the value of an option is usually specified by a par-
tial differential equation. Since closed-form solutions are often unavailable and
Monte Carlo Simulations are too slow, one needs to solve a partial differential
equation. HULL and WHITE, who contributed numerous articles on stochastic
volatility in [6], suggest to use finite difference methods (FDM). The FDM is
straightforward to implement for rectangular domains, an advantage that is lost,
when exotic options are considered. Additionally the terminal and boundary
conditions must be sufficiently smooth to guarantee existence and uniqueness
of a smooth classical solution. These constraints can be weakened when we use
finite element methods (FEM ) which is based on the weak (variational) formu-
lation of the problem. The difficulties to prove existence and uniqueness of the
solution do not disappear, but carry over the area of (weighted) Sobolev spaces.
For the finite difference method we would like to mention the work by KURPIEL
and RoNcaLLI [10], which illustrates how to apply the Hopscotch method for
the valuation of options. This is a rather advanced finite-difference style tech-
nique. However, a combination of boundary conditions due to barrier option
contract specification and a mixed second derivative term in the partial dif-
ferential equation due to the correlation of the volatility and the exchange rate
process exhibit difficulties. After changing to principal axes the boundary condi-
tions for barrier options usually lead to triangular shaped regions. The solution
of partial differential equations specified on such regions is often handled with
finite element methods. We take the example of HESTON’s model to illustrate
how to do this in theory and practice.

HESTON’s partial differential equation is of second order with variable coef-
ficients, which vanish on the border of their domain. In order to show the
existence of a solution we need to examine the coefficients in detail. Generally
we have?

u —V-AVu+b-Vu+éu = 0, (1)

2We use the usual notation of the FEM literature, as for example in [12].
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which lead after semi-discretization with respect to time to the variational for-
mulation

/Q(VwAVer (b- V) + cuv) 7/

o0

(AVu @)y = /va.

For each time step we seek a funktion u(z,y) satisfying this integral equation
for all functions v(z,y) € Vy and the boundary conditions.?

The question comes up how to choose V. In the case of constant coefficients
A, b and ¢, Vj is a subspace of the Sobolev space W12(Q), mostly denoted
by H'(£2). This is the space of all functions v(z,y) satisfying v € Ly(2) and
Vv € La(9). In the case of space dependent coefficients the question becomes
much harder. There can be singularities, i.e. the coefficients can become zero.
KUFNER und SANDIG examine weighted Sobolev spaces which are adequate for
such situations in [9]. They show that a major part of the theory of (regular)
Sobolev spaces can be conveyed to weighted spaces. In this environment one
can formulate and prove statements about existence and uniqueness, when some
parameters are zero on parts of the boundary.

However, in our case where a convection term b-Vv is contained in the differential
equation (1) and Neumann boundary conditions we would like to use a trace
theorem which is beyond the theory developed in KUFNER’s fundamental book
For this reason we have taken a different approach, namely to modify the region
of the domain of the partial differential equation. The price we have to pay
is to seek suitable boundary conditions of the smaller region. We suggest a
solution, prove its existence and determine a solution numerically. We also
discuss how to choose the mesh and how the exactness of the solution depends
on the parameters.

2 Heston’s stochastic volatility model

2.1 The model

HESTON’s model is based on the following equations:

as, = S, [u dt + deﬂ :
dve = k(0 —v) dt + &) dW
Cov [ aw (), dwfﬂ o dt,
A(S,v,t) = .

As usual S denotes the spot, ¢ the time, v the variance, p the (risk neutral) drift,
& the volatility of the volatility and W; two WIENER processes with correlation
p-

The model for the variance v; is the same as the one used by CoX, INGERSOLL
and Ross for the short term interest rate. We think of # > 0 as the long term
variance, of k > 0 as the rate of mean-reversion. The quantity A(S,v,t) is called
the market price of volatility risk.

3In the following sections we will also use the notation v for the test functions v.
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2.2 The partial differential equation for a general contin-
gent claim

We consider the value function of a general contingent claim U(¢,v,S) paying
9(S) =U(T,v,S) at time T. HESTON derives the partial differential equation

1 1
Us + 55%% + p€vSU,s + stzUSS
+[k(0 —v) = M]U, + (rqg —75)SUs —rqU =0, (2)

which U must satisfy. The numbers r4 and r¢ denote the domestic and foreign
interest rate respectively.

2.3 Boundary conditions for vanilla options

We obtain a solution to (2) by specifying appropriate boundary conditions. For
a European vanilla option these are*

U<T’Uv S) = [¢<S - K)]+7 (3)
U(t,v,0) = %Ke_””, (4)
Us(t,v,00) = #e‘r”, (5)
rqU(t,0,8) = (rq—ry)SUs(t,0,8) + k0U,(t,0,5) + Us(t,0,5), (6)
Ultoos) = 4 5¢77 ©@=+1 (7)

Keram (9=-1),

where K denotes the strike price, 7 = T — ¢ the time to maturity and ¢ denotes
the binary variable taking the values +1 for a call and —1 for a put.

Note that k(0 —v)— v = K —(k+A)v = (k+A) (WH/\G - v), hence we can work

with two parameters ' = k + X and §' = F’i)\& instead of three parameters «,
f and A, and

U(tav»S§Ha0a€797)‘) = U<t,’l},s;li+/\7l€j_)\97£,p,0>. (8)

This means that when modeling vanilla prices, we can set A = 0 by default and
just determine the parameters «, 0, and p. Conversely, when doing a Monte
Carlo simulation, we can include a market price of volatility risk A by modifying
k and 6.

4Equation (6) can be obtained by inserting v = 0 into Equation (2). Thus it is not necessary
to state a condition at this boundary.
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2.4 Boundary conditions for regular knock-out options

For a regular down-and-out call with strike K, barrier B, rebate R and 0 < B <
K the boundary conditions are

U(T,v,5) (S — K], 9)

U(t,v,B) = Re “"7, (10)

Us(t,v,00) = e 7 or U(t,v, Smaz) = Smaze /7 — Ke "7, (11)

U(t,0,S) = [Se ™™ — Ke """, (12)
B

U(t,0,5) = (1 - S) Se~ "7 (13)

The binary variable w takes the value 0 if the rebate is paid at hitting time or 1
if the rebate is paid at expiry T". In practice the values 0 and oo for the variance
v have to be replaced by appropriately chosen v,,;, and vn,,. Convergence
to the stated boundary conditions is slow, whence one has to choose extreme
values for the variance. Analogously for an up-and-out put with 0 < K < B
the boundary conditions are

U(T,v,S) = [K-S]T (14)

U(t,v,B) = Re “™"| (15)

U(t,v,0) = Ke "7 or U(t,v, Spmin) = Ke ™" — Spine” ™7, (16)

U(t,0,9) = [Ke ™7 —Se ™7t (17)

U(t,o0,5) = (1 — ]i) Ke™"7 . (18)
Boundary conditions (12), (13), (17) and (18) can be replaced by

Uyy = 0. (19)

3 Finite element method

3.1 The task

In this section we consider the terminal value problem for the function w =
w(t,v,z) which follows from the value function U(t,v,S) = w(t,v,logS/K)
after the change of variables x = In(S/K),

1 1
wy + 552’0’11}”@ + pngvm + —VWgy + [5(9 — U) — )\v]wv

2
1
+(rg—ry— iv)wm —rqw =0, (20)
w(T,v,z) = g(Ke”) (21)

for all (t,v,2) € [0,T) X Qs With Qo = [0,00) X (—00, +00). Here g(Ke”) de-
notes the payoff-function of the option. We reformulate this in matrix notation
for the sake of a better overview. The dot - is used to denote a scalar product.
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We define
1 2
A 2 5V & : (22)
pE 1
—k(0 —v) + Av + 1¢£2
I =) 2 (23)
—(ra —rg) + v+ 5&p
and write the partial differential equation in the form
0 = w+V-AVw—-b-Vw —rqw. (24)

3.2 How to determine the solution

Three variables The partial differential equation contains derivatives with re-
spect to the time ¢, the variance v and the logarithm of the spot z. To
keep the allocated memory limited we consider a series of terminal value
problems in two dimensions rather than a three-dimensional mesh.

Unbounded domain For a solution using finite element methods we must
limit Q to a bounded domain 2. For the hence arising new boundaries
we need suitable boundary conditions depending on the actual payoff of
the option to be valued. We put

Q = (Umina vmaz) X (xminy xmax) (25)
90 = [, UL,,[;ND,=0 (26)

where I'; denotes the part of the boundary of 2 on which Dirichlet-type
boundary conditions are set.

Formulation as a variational problem The next step is to solve the ob-
tained boundary value problems for all time steps t*. For this purpose we
multiply it with a test function ¢ taken from the function space V; and
integrate it over the domain 2. We translate the second derivatives into
first derivatives using integration by parts. The resulting integrals over the
boundary of the domain can be computed if boundary conditions and test
functions are chosen adequately. In particular, we take the test functions
to be zero on the part of the boundary, which is defined by Dirichlet-type
conditions, making the corresponding integral vanish.

Each solution of the boundary value problem in the classical formulation
is a solution of the variational problem. Adversely, if a solution of the
variational problem is twice differentiable, then it is a solution of the
boundary value problem in the classical solution.

Existence of a solution The question about the existence of a solution
strongly depends on which space we are seeking the solution to be in.
We need the integrability of the solution, i.e. their norms must be finite,
where the norm is derived from the partial differential equation. We draw
special attention to the influence of the factor v in front of the second
derivatives, since in a neighborhood of zero the derivatives can become
arbitrarily large without spoiling the integrability.
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3.3 Semidiscretization in the time direction

The partial differential equation (20) is of parabolic type in three variables.

We choose a semidiscretization in time which yields a series of two-dimensional

boundary value problems. We take times t* and consider the difference quotient
wtk v ) —wth, v, z)

Dfw(th,v,z) = ; (27)
T

where for simplicity, 7 = t**! — t* is constant for all k. We use the usual
o-weighted scheme noting that the computation is working backwards in time,
i.e., the initial value is given for t = tN = T, the solution is sought at t° = 0.
We take interpolated values between two successive times ¢* und t**! for the
spatial derivatives. For ¢ = 1 we obtain a purely implicit method, for 0 =0 a

purely explicit method, for o = % the CRANCK-NICOLSON scheme. We obtain
T

+ (1=0) (V- AVw(*™) — b Vw(t"™) — rqw(t*))
+ o (V- AVw(t*) —b- Vut*) — rqw(t?)) .

This setup contains a terminal condition, i.e. in each timestep we can assume
we know the values w(t**1) and have to solve a differential equation of the form

where L and f are defined by
1
Lw(t,v,z) = —oV-AVw+ob-Vw+ (org+ —)w, (30)
T
1
ft,v,2) = (1—-0)V-AVw—-(1-0)b-Vw— ((1—0)rq— ;)w (31)

3.4 Boundary conditions for a call

We choose boundary conditions for w(t, v, z) based on section 2.4.

Lo v="0min wt,vmin,z)=Ke* 71 TDd(d,) - Ke 7T (d_)
Ty v="na Wt Vmas,x)=Ke* 75Tt

1_‘c T = Tmin w = AU)(t, Umax -rmin) + (1 - )\)w(t7 Umin, xmzn)

N\ = _V=Umin
VUmaz —Umin

A N _ _
Iy = Tmax %w(tm,xmm) S AVw - it = LvKe” r(T—1)

The boundary conditions for v = v, and v = vVp,q, follow from the Black-
Scholes Equation (33), the values for dy and d_ are computed for § = v,,;, and
0 = Uz respectively. The Black-Scholes Equation (33) itself is a special case
of HESTON’s model, which we obtain for £ = 0 and initial variance v(0) = 6,

C = Se™TN(dy)— Ke ™T'N(d_), (33)
log(S/K)+ (rq —ry£60/2)T
VoT '

dy =
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The standard normal cumulative distribution function is denoted by A. The
Dirichlet boundary I'y =T', UT, U T, consists of three edges. The fourth edge
I'; =T’y has a Robin-type boundary condition, which resembles

0
Vw = . (34)
Ke®Tf (T—t)

We need to make sure the Dirichlet-type boundary conditions yield the same
limits on the corners of the domain, when moving to a corner from two distinct
vertices. We need this condition to guarantee existence of a continuous solution
on the entire domain Q.

Assumption. On the boundary I'. we interpolate linearly between the values
of the right and the left boundary. For sufficiently small z,,;, the error will also
be small. The value of a call in this region is nearly zero.

3.5 Type of the partial differential equation

The partial differential equation (29) is a heat equation with a diffusion term,
a convection term and a reaction term.

The convection term, i.e. the parameter b(v,z), influences the quality of the
solution. The choice of numerical methods depends on whether the problem
is diffusion dominated or convection dominated. The method described in this
paper works better for diffusion dominated problems. Methods for larger con-
vection terms will be investigated in further research.

Figures 1 and 2 show vector b for two sample data sets, where in the first case
rq < T, i.e. the drift is upwards, and in the second case rq > . Here we have
a change in the direction from down to up of the drift at v = 2(rq — r5) — &p,
in Figure 2 at v = 0.04. The direction and intensity of the drift depends only
on v, not on x.

To prove the existence of a unique solution it is necessary to to have an upward
flow, that means to have 4 < 7y as in Figure 1. However, we can assume this
without loss of generality. We can exchange the currencies using the foreign-
domestic symmetry (see the section on vanilaa options of the MathFinance
Formula Catalogue [13]),

1 1

1
SU(tavaS;Kardvrfad)) = KU(tavag;?7Tf7rdaf¢)' (35)
Together with the put-call-parity
U(t,U,S;K,Td,Tf,¢) _U(t,U,S;K,Td,Tf,—¢) = SeirfT _KedeT’(36)

we get an relation between the domestic call and the foreign call (¢ = 1),

1 1
Ut,v,S;K,rq,rp,1) = SKU(t,v, ST 1) — Ke™ "7 + Se™"737)
3.6 Formulation as a variational problem

We define appropriate spaces where we use that the matrix A defined in (22) is
positive definite for all v > 0.
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Definition 1 Let Q C R? be a bounded open domain and v and w be two
functions. Let the d x d-matriz A(z) be symmetric and positive definite for all
x € Q and let the constant ¢ be positive. Then we define

(u,w)A:/AVu~Vw+/éuw, (38)
Q o

|\u||?4:(u,u)A:/QAvu~vu+/Qau2. (39)

Lemma 1 The bilinear form (u,w) , defines a scalar product and satisfies the
CAUCHY-SCHWARZ inequality (CSI). ||ul| 4 defines a norm.

The proof is straight forward. Obviously a(-,-) is linear in both components.
The matrix A is positive definite, therefore (u,u), = 0 implies u = 0.
Remarks

1. The constant ¢ will be taken to be ¢ — £V - b in the sequel (see (44)).

2. If ¢ =¢— 1V - b we use the symbol (-,-) 4.

3. Obviously, norms ||-|| 4, which only differ through a different choice of the
constant ¢ > 0, are all equivalent.

Definition 2 We define the spaces

Vo= {d:|[Yfl4 <oo}, (40)
Vo = {weVig=0onl 2T, UTUT.)}, (41)
Ve = {1/1 € V : ¢ satisfies the boundary conditions on Fl} . (42)

Now we are ready to pose the problem in variational formulation.
We multiply both sides of Equation (29) with a test function ¢ taken from the
space Vp, integrate over the domain €2 and get at the left hand side

/Lwd; - /—aV-Awa+ab~wa+cw¢, (43)
Q Q
where
_ 1 (44)
cC = 0Tq T

We note that only b depends on v. We obtain the right hand side analogously,

/wa
¢

/9(1 — )V AVwip — (1 — 0)b- Vwp — éwib, (45)

(1—o)rq— % (46)
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Integration by parts yields
/wa = cr/AVw-Verg/(b-szbfwhvw)
Q Q 2 Ja

s [ gv v [ avua+F [ o mesan

o0 o0

1—0c

/wa = —(1—0)/QAVw-w— 5 /Q(b~wa—wb-V1/1) (48)

- /(5—1_0V~b)w¢
o 2
1—0

+ (=) [ av-it -5 /BQ(b%)w@b.

Note that the first term is computed at time ¢ = ¢* and the second one at time
t = thtL of (29).

Next we evaluate the boundary integrals using the given boundary conditions.
Plugging this into Equation (47) leads to

0
AVw -y = AVuw - Y. (49)
o0 Iq 1

Along the boundary I', we have v = vy,ip; if Vi = 0 we obtain the boundary
condition by plugging v = 0 into the differential equation. However, in this case
we do not need to define a boundary condition, because A = 0 and all boundary
integrals vanish. Along the boundaries I'y, I'y and I'. we have ¢ = 0.

On the boundary I'y the conormal derivative is known, whence this integral can
be moved to the right hand side of the variational equality. The convection
dependent boundary integral yields

Jult e = ],

3.7 Existence and uniqueness

1

§v—(rd—7’f)+%§p wip . (50)

After all preparations we are finally able to formulate the problem:
Task: Search for each k = N — 1, N —2,...,0 a function w* = w(t*,v,z) € V,
such that for all ¥ € Vj

a(w®,y) = (F¥) (51)

holds, where
1
a(wk, ) = /AVwk~Vw+§/(b-Vw’“z/J—wkb-ng)
Q Q

1 1 1 1
+ [e=5vonuruz+ [ (G )+ ot ()

(Fo) = 5@+ [ avets "y, (53)

Ty 1

g2
k1, _ k+1 o S TNV S Py ot
fEy) = /QAVw Vi /Q(b VwF )y /Q(c 5V bty
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Here we use the constant ¢ from Equation (46). We remark
1. A is positive definite for all v > 0.

2. If vin > 0, then A is positive definite on Q and hence regular and we
have V = H((Q).

3. If vyin = 0, then A becomes a zero matrix on the boundary I',. Therefore,
unbounded functions also belong to V which are not contained in H* ().
This means that V' is a weighted Sobolev space.

Hence, without loss of generality we assume that ¢ := (¢ — %V - b) is equal to

zero.
Theorem 1 The equation
a(w, ) =(F,¢)  VYelp (54)

along with the bilinear functional a taken from Equation (52) and the linear
functional F taken from Equation (53) has a unique solution w € V., if rqg <
rf+%£p andc—%V~b>O.

Proof. The Lemma of Lax and Milgram implies the existence and the unique-
ness of Equation (54), provided a(-,-) is a Vyp-elliptic and Vp-bounded operator,
(F, ) < ||F||v0* |¥]] 4 Vb € Vi and additionally there exists a continuous exten-
sion of the boundary contitions on the entire domain. We will now show these
properties.

We consider first a(v, ) for ¥ € Vp,

o) = [ AV-Vorg [ Gura—r)+gea0t 69

d

We examine the case rq <1y + %fp, ie. —(rq—ry) + %ﬁp > 0.
The matrix A is positive definite for v > 0 and the constant ¢ is above zero.
Thus

a(, ) > Ol (56)

This shows the Vy-ellipticity. We now show the Vj-boundedness, which is a
consequence of the CAUCHY-SCHWARZ inequality.

a(w,9) = /QAVw'vw/Q(b-w)w

— (), + /Q (A2 A2V )y

1/2
ol il + ( [1amaeval | w?)
Q Q

1/2
_ 2 2
R (A Ve [ A2Vl [ w?)

Since A is regular for all v > vy, > 0 and v < Ve, the norm is finite. Both
the integrals are bounded by the norm ||-|| ,. Therefore,

a(w, ) < Cllwl Il
C = 14+CaAlA b (57)

IN

IA
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The constant C'4 depends on c. This shows the Vy-boundedness.
We now consider the right hand side of the partial differential equation.

R = @i [

Q

(bVw“ﬂw+/’mw (58)

La

< M a9l IATY2bllg o allw 41104 +/F g2t

d
< 1905+ ATl o @ Il M LaIN 4 + llg2llo r, 110 r,
< ™Al + 1AT20lg o o™ 2l 04 + Cllgallor, 1914
< Cll9lla

The constant C' is now different from the previous one.

While choosing the boundary conditions we already made sure the Dirichlet-type
boundary conditions are continuous along the corners of the domain. Since the
domain is a rectangle, its boundary is piecewise smooth, whence a continuous
extension of the boundary values to the entire domain §2 is possible. This com-
pletes the proof.

We note the following remarks.

1. If the interest rate condition is not fullfilled we can exchange the curren-
cies.

2. If ¢ is too small we can either decrease the time step 7 or transform the
variable, because the solvability of our problem does not change if we
substitute w(t,v,z) by z(t,v,z) = w(t,v,z)e**. Hence, without loss of

generality we can assume that ¢ = (c— %V - b) is equal to zero.

3. Equation (57) shows that the constant of boundedness depends on the size
of the drift b, particularly on the speed of ‘mean reversion’, and on the
lower bound of the variance v. For large x we have roughly

2
1
||A—1/2b||§mﬂ ~ esssup{ﬁ(/i-i-)\)v} = (K + N Vmas - (59)

4 Numerical solution

In this section we discuss our implementation of the finite element method for
the variational problem (51) of Section 3. We switch to the standard notation
in the literature, i.e., for points in R? we state (z,y) instead of (v,x). Further
information for implementation of finite element methods can be found in [7].

4.1 The basic idea of the finite element method

The finite element method usually starts with the variational formulation (51),
i.e., in each time step we have to solve a problem of the form

a(lw,v) = (F,v) Yoe V. (60)

Thus, we are looking for a function w € V satisfying the given integral equation
for arbitrary test functions v € Vj.
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The region will be decomposed into a mesh 7 of triangles® or quadrilaterals.
Adjacent triangles must share a common edge and the mesh must cover the
region completely. Along with the triangles we choose nodes, whose number
determines the degree of the polynomial basis functions. For linear functions
three nodes per triangle suffice, namely the corners of the triangle, for quadratic
functions one needs six nodes for each triangle, namely the corners and the
midpoints of the edges. On this mesh we define a basis function for each node,
which is piecewise polynomial and takes the value one at this node and the value
zero on all the other nodes. The basis functions form a basis of the space V},.
The space Vpy, is then defined by Vp, = Vi NV, that means the basis functions
corresponding to nodes at the Dirichlet boundary are omitted. A finite element
solution of the homogeneous task® is a function wy € Vo which satisfies the
integral equation for all v € Vy,. Together with a continuous extension of
the Dirichlet-type boundary conditions on the entire region, one can state the
solution of the task.

4.2 Mesh and basis functions

We decompose the region Q@ = (Vymin, Vmaz) X (Tmin, Tmaz) into a mesh 7y,
consisting of (open) triangles T;, ¢ = 1,..., Np (triangle). We label the resulting
vertices by v;, ¢ = 1,..., N, (vertez). Then we define the basis functions ¢;,
i =1,...,N,, which are piecewise linear, take the value 1 at vertex v; and 0 at
all other vertices. These functions form a basis of V},. In order to simplify the
computation we state for each triangle T} a transformation F : R? — R? on
the unit triangle 7 = {(,9) € R2: 0 < # <1 and 0 < § <1 — #}. All integral
computations will be reduced to integrals of the transformed basis functions ;.

4.2.1 Transformations

Given the triangle T' with vertices vo = (2o, v0), v1 = (21,y1) and vy = (z2,y2).
The transformation

>
8
o

(&, 9)

<
<
o

TP — o T2 — o
M

Yr —Yo Y2 —Yo

maps the unit triangle 7' onto the given triangle. The (affine) mapping F ist
invertible. In the sequel we denote functions defined on the unit triangle with
a hat.

Thus we have f(x,y) = f(&,7), whenever (z,y) = F(&,7). In particular, the
following three equations hold.

f(ov O) = f(fﬂo,yo) ) (63)
f1,0) = flzm), (64)
£0,1) = flz2,02) . (65)

5For higher dimensional regions one uses tetrahedra etc.
6 All Dirichlet-type boundary conditions are homogeneous.
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Now we examine the integral of a function f(z,y) on the given triangle. We
have

Lo [9F (@, 9) |
flz,y)dedy = f(F(z, ‘ dzdy
= |detM|[f(i,g})didgj. (66)
T
For the integral of the gradient of f we have
/b(w,y)-Vf(xvy)drfdy
T
.. T . . |OF (2,9 o
= [ bFE0) - (IFG.0) VA G) | B g ay
T 8(55’ )
= |det M| Ab(i,y)«M’T@f(fc,g) dzdy . (67)
T
. 0/0% : : . .
The symbol V denotes . The Jacobi matrix of the function F(z, )
9/07y
will be denoted by JF(Z,§). Analogously we obtain
/ Vy(z,y) - Az, y)V f(z,y) dzdy
T
= /(JF(ﬁ7@>>‘T©g(F(£7@)>
T
. T . | OF (2,9 L
AF @) OF @) 7O @) |55 diag
= |det M| | (M~TVg) - (AM~TVf)dzdy (68)
T
4.2.2 Notation
We define the following basis functions on the unit triangle
¢o(#,9) = 1—-2—17, (69)
¢1(2,9) = 2, (70)
¢2(2,9) = 4. (71)

The basis functions on the region 2 can be built from these. Let I(v;) be the
set of indices of the triangles T}, which have v; as a vertex,

I(vj)) = {ie{l,.,Nr}:v; €Ti}. (72)
Let F;, i € I(vj), be the affine transformations, which map the unit triangle

onto T;, where the point (0,0) should be mapped onto v;. Then we have

Go(F; M (x,y)) if (v,y) € T, i € I(vy)
pi(z,y) = _ ' 7 (73)
0 otherwise

The hence defined functions ¢; form a basis of the space V}, of all basis functions
on €.
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4.2.3 Integration of linear functions

In this section we present formulae which help to compute integrals of linear
functions as well as integrals of their products on the unit triangle. We will use
these formulae in the sequel to compute the arising integrals on each triangle T;
of the finite element mesh 7},.

Let an affine linear function g : R? — R be given. The integral of the product
of f and g over the unit triangle is

a=11-z
= //(ax+by+c(1—x—y))(ax+ﬁy+7(1—x—y))dydx
2=0 y=0
2 1 1 a
:ﬂ{abc}121 3 (74)
11 2|~

We see that the computation of the integrals is essentially a multiplication of
matrices. The other integration formulae needed for computing a(-,-) and (F,-)
are similar.

4.3 The finite element system of equations

4.3.1 Matrix notation

We plug the basis functions of the previous section into the variational equation
(60) and solve the resulting system of linear equations.
Task: Find a function wy, : 0 — R satisfying

a(wn,Yn) = (Fy¢n) Vin € Von (75)

We write wp, in the form wy, = Z w;p;. Since the set {¢;,i=1...N,}" forms

a basis of Vj,, it suffices to solve the system

Swien i | = (P, i=1..N,. (76)

In matrix notation it looks like

Kpwy Sn (77)
K, = [ (%a%)]i,jzl,,,ma (78)
Wh [wj]jzl...Nv7 (79)
@ = [{F %‘”i:L..Nv' (80)

When computing the elements of the stiffness matrix Kj; we must ensure to use
the correct indices, because we have K;; = a(y;, ¢i).

"Here N, denotes the number of vertices excluding all vertices from Dirichlet-type bound-
aries.
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4.3.2 Computation of the stiffness matrix

The basis function introduced in Section 4.2.2 will be used to compute the
bilinear form a(-,-). In the process we determine the nine combinations of ¢ and
7 in one step for each triangle T',

/AV%-V% = |detM|/(AM*W@)UM*W@). (81)
T T

The gradients of the local basis functions ¢;, ¢ = 1,2, 3, are constants, whence
they can be moved in front of the integral. Writing the three gradients into a
matrix
-1 1 0
G = ; (82)
-1 0 1

we can represent the nine numbers in matrix notation as

[/ Av%.wi] = |det M|GTM™! (/ A) M-TG.  (83)
T i,j=1,2,3 T

The middle integral is computed componentwise. Since each element of A is a
affine lineare function, we can compute the integral and obtain

/T i = %(A(xo,yo) + Az, 1) + Alza,32)). (84)

Now we compute the next integral of the bilinear form using Equation (67).
Since the gradient of ¢; is constant it can be moved in front of the integral.
The convection b and ¢; are affine linear, so we can envoke Equation (74).
Finally, we obtain a 3 x 3 - matrix

B 2 U(BTMTWJ-)@
T i,j=1,2,3
2 11 bT(woayo)
1
= o1 2 1| V@) | MG (85)

11 2 bT (22, y2)

Therefore, we have

[ [ 6755100 007900 — |detM|(B—B").  (86)

i,j=1,2,3

The third part of a(y;, ;) can also be deduced from Equation (74).

5 Selected solutions

5.1 Results

In this section we discuss some numerical effects which arose with our imple-
mentation of the Finite Element Method.
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Figures 3 and 4 show a solution, Table 1 shows the output of the program of the
three meshes, where the third is the finest. The horizontal axes of the figures
label the square v of the volatility and the logarithm of the ratio of spot and
strike. This way, the prices for at-the-money calls are located exactly at = = 0.
The third dimension shows the price.

Choosing a non-uniform mesh improves the results significantly, since the trans-

formation of the v-axis with a function of the kind %, exactly 0 = % - a,
a = % compensates the drift growing proportionally to v fairly well. Some ex-

periments with different transformations showed that this particular function
works best.

In Figure 3 we show the solution with a coarse mesh of 17 x 65 points. Notice the
mark in the middle indicating negative values. The actual figures show a global
minimum of —0.00091798. This is a good indication of the size of the numerical
error one can expect, namely in the third digit after the decimal point.

The closed-form solution in [5] yields a price of a call of 0.044943966 for an
initial variance vy = 0.05225, the solution from Figure 3 and the second column
of Table 1 is 0.0414271. This difference is not within the bid-ask spread, but
the result can be improved using a finer mesh. The actual numbers in Figure 4
and the third column of Table 1 show a price of 0.0439985 which is significantly
closer to the target value computed with the closed form solution. Looking at
the global minima we observe that one more digit can be considered reliable.
Table 2 summarizes the results for the price of a call using different methods
and the corresponding calculation times.

The computation time using FEM grows roughly by a factor of 8, when we refine
the mesh once. Here we used MATLAB, version 6, release 12 on a Pentium III
with 933 MHz under Linux. Converting the code into a compiler language such
as C/C++ normally allows a speed-up by a factor around 10-20. Using adap-
tive meshes or existing optimized FEM solvers will allow taking fewer triangles
without diminishing the precision.

5.2 Discussion of the errors

As we have seen in our solution we need to make the meshes finer to gain
more precise solutions. Particularly the region, where the drift is small and
changes the direction (see Figures 1 and 2) requires many gridlines. This can be
achieved either using an a-priori set mesh as in our implementation or — more
effectively — using adaptive meshes. We noticed furthermore that there should be
significantly more nodes on the spot axis than on the variance axis, because the
drift in spot direction is small compared to the one in the variance direction and
because the domain in spot direction is much larger than in volatility direction.
This effect is — to some extend — compensated by the diffusion, but must not
be neglected specially in the case of small diffusion ().

The negative values for the price of the option also vanish, if the mesh at the
respective zone is made finer. It is particularly possible to take more nodes
along the spot axis in this zone or to choose a completely different approach
that preserves properties like positivity.

We observed large errors specially for very small values of ¢, which spread wave-
like over the entire solution. To limit such an effect one can possibly use a more
refined finite element method, which seek a solution for a slightly modified
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Qa 01 02 03 04 05

view from top

Figure 3: Solution for: £ = 0.5, p = —0.1, A = 0.0, K = 2.5, 6 = 0.06,

T = log(1.048), rq = log(1.052), K =1, T = 0.25 in the domain [0.0025,0.5] x
[—5, 5] with discretization o = 0.5, 7 = 0.025, n = 17 x 65

colors: negative (white) ... zero (black/blue) ... positive (red)
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Q 01 0.2 03 04 05

view from top

Figure 4: Solution for: £ = 0.5, p = —0.1, A = 0.0, K = 2.5, § = 0.06,

ry =1log(1.048), rq =1log(1.052), K =1, T' = 0.25 in the domain [0.0025, 0.5] x
[—5, 5] with discretization o = 0.5, 7 = 0.025, n = 33 x 129

colors: negative (white) ... zero (black/blue) ... positive (red)
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mesh 1 mesh 2 mesh 3
global max 146.684 146.684 146.684
global min -0.00091798 | -0.000108395 | -1.35879e-17
calculation time 65.4466 sec | 326.928 sec 2521.6 sec
v=0.0025, K=8 0.01033 0.01033 0.01033
v=0.00511842, K=S 0.0174284
v=0.00779255, K=S 0.0207066 0.021529
v=0.0105242, K=S 0.0245046
v=0.0133152, K=S 0.0235529 0.02603 0.0268957
v=0.0161676, K=S 0.0289403
v=0.0190833, K=S 0.0299348 0.0307599
v=0.0220646, K=S 0.0324243
v=0.0251136, K=S 0.0304918 0.0332053 0.0339769
v=0.0282328, K=S 0.0354468
v=0.0314244, K=S 0.0361357 0.036854
v=0.0346912, K=S 0.0382132
v=0.0380357, K=S 0.0361731 0.038865 0.0395352
v=0.0414608, K=S 0.0408283
v=0.0449695, K=S 0.0414701 0.0420988
v=0.0485648, K=S 0.0433519
v=0.05225, K=S 0.0414271 0.0439985 0.0445917
v=0.0560285, K=S 0.0458217
v=0.0599038, K=S 0.0464822 0.0470446
v=0.0638799, K=S 0.0482629
v=0.0679605, K=S 0.0465361 0.0489438 0.0494787

Table 1: Solution for: £ = 0.5, p = —0.1, A = 0.0, Kk = 2.5, § = 0.06,

ry = log(1.048), rq4

= log(1.052), K =

1, T

= 0.25 in the domain

[0.0025,0.5] x [—5,5] with discretization o = 0.5, 7 = 0.025
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Method Result | Computation Time

Black-Scholes (o = /1) | 0.04549 | 0

Heston, analytic 0.04494 | 0
FEM, Mesh 1 0.04142 | 65s
FEM, Mesh 2 0.04400 | 327s
FEM, Mesh 3 0.04459 | 2522s

Table 2: Comparison of call prices in Heston’s model using different meshes

variational equality.

5.3 Exotic options

We have seen how to price a call option in a stochastic volatility model using
finite elements. Extensions to other path-independent options are now straight-
forward. A put option for example can be computed using the put-call-parity
or by switching the condition on the boundaries I'. and T'y.

The method also allows a simple extension to price barrier options. For instance,
to price a down-and-out call it will require only a change in the condition of the
lower boundary I'., namely setting the value equal to the respective rebate. This
is even easier than a vanilla call, because we know where the boundary should
be chosen and we know the value of the solution a-priori. However, we need
to adapt the boundary conditions on I', and T’y in such a way that there are
no jumps in the corners of the region, lest it will be difficult to guarantee the
existence of a solution. A continuous extension on the boundary of the region
might then cease to exist.

Options with discountinuous payoffs, such as digital options or reverse knock-
out options, are problematic, because the boundary condition at expiry ¢t =T is
not contained in H'. The smoothing effect of the diffusion term of the partial
differential equation guarantees the solution to be contained in H' for all times
t<T.
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